Программа экзамена (Мурашов)
1.    Критерии согласия.
1.1  Проверка равномерности.  Критерий Колмогорова.  Критерий  омега-квадрат  и  его частные случаи (критерии Крамера-Мизеса и Андерсона-Дарлинга).
1.2  Проверка показательности. Исключение неизвестного параметра. Подстановка оценки параметра. Модифицированные статистики Колмогорова и Крамера-Мизеса.
1.3  Проверка нормальности. Исключение неизвестных параметров. Подстановка оценок параметров.    Центральные    выборочные    моменты,    выборочные    коэффициенты асимметрии и эксцесса.
2.    Энтропия.   Способы   оценки   энтропии   текстовых   сообщений.   Распределения   с
максимальной энтропией.
3.    Альтернативы.   Ошибки первого  и  второго рода.  Задача «новое  лучше  старого». Гипотеза показательности. Критерий Холлендера-Прошана.
4.    Последовательный анализ. Последовательный критерий Вальда. Теорема о конечности числа шагов до принятия решения. Связь значений вероятностей ошибок с границами блуждания. Тождество Вальда. Экономичность критерия Вальда.
5.    Задача о разорении игрока. Оптимальная остановка блуждания.
6.    Альтернативы однородности: неоднородность, доминирование, альтернативы правого сдвига   и   масштаба.   Выбор   модели.   Критерий   Смирнова.   Критерий   Розенблата. Критерий ранговых сумм Уилкоксона.
Программа экзамена по разделу «Псевдослучайные последовательности» (Харламов)
1.    Случайные   и   псевдослучайные   числа,   их   основные   свойства   (равномерность, непредсказуемость) и области применения.
2.    Способы   получения   случайных   чисел   (физические,   программные,   табличные). Основные   функциональные   блоки  (инициализация,   выработка  очередного   числа, настойка и контроль исправности физического устройства), достоинства и недостатки перечисленных способов.
3.    Условные математические ожидания для дискретных случайных величин. Задача о прогнозе.    Построение    прогноза,    оптимального    в    среднеквадратичном    и    в корреляционном смысле.
4.    Задача   о   рекордах   (неудачах).   Анализ   и   сравнение   случаев   непрерывного   и дискретного распределения.
5.    Вычисление   интеграла   методом   квадратур   (прямоугольников),   оценки   скорости сходимости  для  непрерывно  дифференцируемой  функции  и  дважды   непрерывно дифференцируемой функции. Вычисление интеграла методом Монте-Карло, скорость сходимости. Сравнение методов. Использование случайных величин с неравномерным распределением при вычислении интегралов методом Монте-Карло.  Оптимальная плотность распределения.
6.    Последовательности,    равномерные    по    Вейлю.    Теорема    об    эквивалентности равномерной сходимости и сходимости метода квази-Монте-Карло. Критерий Вейля.
7.    Последовательность дробных частей кратных иррационального числа, равномерная сходимость, двумерные характеристики. Таблицы случайных чисел. Парадокс первой цифры. Выводы об использовании математических таблиц.
8.    Генерация случайных величин с заданным распределением. Метод обратной функции. Особенности реализации для дискретного случая. Метод Уолкера.
9.    Метод   отклонений   (метод   Неймана).   Теорема   Неймана.   Модификации   метода (расслоение    выборки,    преобразование    плотности,    аппроксимация    специально
подобранным распределением).
10. Специальные методы генерации случайных величин с нормальным распределением (аппроксимация обратной функции, использование центральной предельной теоремы, метод полярных координат).
